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A Structure for Fast Synchronizing
Variable-Length Codes

Slim ChabbouhStudent Member, IEEEBNd Catherine LamyMember, IEEE

Abstract—A new approach for transforming variable-length
codes, optimal in the minimum average codeword length sense,
into fast synchronizing codes with the same length distribution is
proposed in this letter. Based on the adaptation of an intrinsically
fast synchronizing structure whose properties are demonstrated,
this approach provides good synchronization recovery for a very
low computational complexity. Finally, numerical results are
presented and compared with reference ones.
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Fig. 1. Tree structure of a fast synchronizing code.

I. INTRODUCTION _
.agood measure of the performance of the code in terms of error

WIDELY used in modern communications due to the||:ecovery and can be expressed as follows:
good compression capabilities, variable-length codes '

(VLCs) have the disadvantage of being extremely susceptible S = Z PR (1)
to errors. Various techniques have consequently been developed kel
to limit the number of corrupted symbols and the propagatio

of errors in the decoded bitstream. Among these techniq vgherel IS the set of the codeword indexds;” is the proba-

we find the self-synchronizing codes introduced in [1] an |ﬁty of the erroneous symbol to be, and is the average

generalized in [2] at the expense of a slight overhead, or t gmber of symbols to be decoded until synchronization when

suffix-based algorithm proposed in [3] € corrupted symbol i6y.
We introducegin this I&te? ageneric \'/ariable-length code treeFOr a code which is well matched to the source statistics, the
structure with good recovery properties, that is later modified E&obabﬂﬂy of a codeword’;. can be approximated e, =

I X .
achieve the optimal length distribution of the Huffman code [4], ' wherely, is the length ofC; and the .probab|l|t3£T(3f the
. - rroneous symbol to b€, can be approximated 6" =
Section Il presents the chosen error model. The original str 1.1 /7 wherel is the average lenath of the code k ing the

ture for fast synchronizing variable-length codes isintroduced]gnllov\’/“ié’ VCYW S Ian ex ;/essi%n' 9 » gving
Section lll, where a bound on its performance in terms of error 9 P P :

span is derived, following the path opened in [5]. The algorithm S o=l I @
used to adapt the structure to the statistics of a given source is - Z 777""

presented in Section IV. Numerical results are then given in Sec-

tion V and finally some conclusions are drawn.

kel

Ill. STRUCTURE FORFAST SYNCHRONIZING
Il. SYNCHRONIZATION PROPERTIESANALYSIS VARIABLE-LENGTH CODES

The error model proposed in [5] is used to study the decoder-€t us define the following famil¢ of variable-length codes
behavior, that s to say the transmission fault process is a randtRrder to minimize the contribution of the most probable code-
single bit inversion. Arerror stateis then defined as a nonsyn-Words ons:
chronized state. How quickly the decoder recovers synchroniza- {1, 0, 1}, .

. . . J i€[0,U—1] j€[1,Z2-1]’
tion from such a state is therror spansS [5], i.e., the average C = {1, OZ}ie[O " ()

number of symbols decoded until synchronization. This value is o

wherel; and0; represent lengtlistrings of ones and zeros and
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TABLE | Proposition 3: Assumingl > 2-Z and1 > 2~Y, the error
INFLUENCE OF ANERROR IN A CODEWORD C', spanS is upper-bounded by 2.

Proof: As, by Proposition 1, two codewords ensure the

(or n exrorin Gy Nve Nave Nuces | Nes resynchronization after an error state, we can derive bounds
gy = o1 1 0 K 0 ) for 7., when (Cy, Cy) € C x C from Table | with the for-
C: - 02:1>H>1 2 ;:z : (l) mula: nk,h{ck} S (Nuck + 2N2vck + 3Nucesk + 2Nes;\)/lk
g: :13:3%‘?001 ! M 0 2 This results i”377_k{c,c:1u,loz,11} < 24 1/U+7Z-1),
o Tt Tirmots et | 2 [ 552 | L | TG0 S B Tk cieuluos)) S 3
Ok = 1u-13i500z-11 2 i+z-4 2 0 From (4) and as, by Proposition 21, < 1+ 7 and
AR RN B S S iy Mo, < 1+ 7%, we obtain:
Cp=1y_10z_11 1 U+2z-4 2 0

—o—I;, Lk 1 1
C =1y 1 0 U-2 1 Z~(77k2 l"Tk)+2—U+2—Z

CrLeC

Cl =0z 1 0 z -2 1 §< (1___L)
Ck =1y_1>i>00z 1 i-1 z-1 1 2U 2Z
Cp =1y—10z 1 U-2 z 0

where the sum ovef’;, from the upper-bounds omy, deter-
mined above, is found equal to

error positions resulting in a given transformation of the cor-
rupted symbol N, for the transformation of the original code-
word into a valid codewordYs,,. into the concatenation of two
valid codewords) . into an error state anly,,..s into the con-  Replacing this expression in the upper-boundSoavhen1 >
catenation of a valid codeword and an error state. It is to beZ and1 > 2-U, we obtains < 2.

noted that each error state obtained in Table | belongs to the

seté = {1, O,B}QG[O,U_l] Be0,Z2-1]" IV. OPTIMIZING THE SYNCHRONIZATION OF A HUFFMAN CODE

2427 V2(U—-8) 4277 (Z-3)4+27 V=2 (4 — Z — U)
1— 2—U —Z_|_2 Z-U

The main disadvantage of the structure proposed in Sec-
tion Il is that, although it offers very good error recovery

Considering that the recovery from an error stale € £ performance, it cannot reach every possible compression
resulting from an erroneous codewaffl also depends on the efficiency and is far from optimal average length. The structure
codewordC, following the error state, the expression®fin  must consequently be modified to be applied to any given
(2) becomes source. Since the restrictions come from the fact that our codes

, are the repetition o/ elementary branchesf the same depth
errp  —— —(le+p) e —— Z (dashed set in Fig. 1), we propose to build codes where
Z Fe FeuThen = Z 2 I 7 @) the branch size may vary. Provided the length of the smallest
branch is long enough, similar statistical synchronization
wherefj 7, is the average number of symbols decoded until syRroperties will be obtained. Finally, modifying the existing
chronization when the corrupted symbotig and the following ~ tree, by using some of its codewords as prefixes, will hopefully
is C}, andly, is the length ofC),. preserve the statistical good behavior.

Proposition 1: For any error staté;, resulting from a cor- ~ Following this, we propose to build fast synchronizing codes
rupted codeword”;, and its f0||owing codeword”;, such that with the saméength distributionas the binary Huffman codes.
Cn € C = C\ {1y,02}, synchronization is always recovered-€t L = (n;)i=1, . 1, be the Huffman code length distribu-
after decoding”),. tion, with n; the number of codewords of lengthl,,.. the

Proof: Let E;, andC), be an error state and its followinggreatest codeword length and, by construction{4], . even.
codeword. The decoded sequence, concatenatidih ehdC;,, The algorithm given in the flowchart in Fig. 2(a) produces a
has either the form,,051,0;1, withi € [0,U—1],j € [1,Z—1] code with a length distributiop” = (n})-1,... ... identical to
or the form1,041,07, withi € [1,U —1]. The synchronization L after the following main steps:
is recovered in both cases, as the decoded sequence is a valid create the skeleton tree with decreasing depths for each

B. Recovery From Error States and Bound on Error Span

(k,h)eT? (k,h)EI?

codeword or the concatenation of two valid codewords. m elementary branch with parametefs= [, andU =
Proposition 2: The concatenation of an error statg re- ~/2toensurethab; —=mn ;
sulting from a corrupted codeword; and a following code- . for each length..,,.. begmnlng fronimax, if nl #n,.,
word C}, € {1y, 0z} results either in an immediate resynchro- use codewordy as a prefix and anchor to it the maximal
nization or in the concatenation of a valid codeword and a new  size elementary branch of degth = .. — U (left loop);
error stateF),, € £. « if 1y can not be used as a prefix, either becdugeis too
Proof: Similar to the previous case, we find that the small or because using; would irreparably deplete the
decoded sequence has either the fdrpgly or the form current length distribution, find a suitable prefix (which
1,050z. This results whether in the concatenation of a valid  exists since the Huffman distribution is not yet reached)
codeword and an error statg,, 17— or 0z_g or in a valid by choosing the smallest free codeword (right loop). See

codeword, hence the proposition. [ | for instance the dashed set in Fig. 2(b).
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Create synchro. tree (Z,U)
update {n';}

Anchor elementary branch
of depth Z to prefix Anchor elementary branch
update {r’y} of depth Z to prefix
update {n';}

Prefix is any codeword
of length If,cc

Look for free leaf (i.c.
first index {i[n; — n'; < 0})
denote it .

Look for free leaf (i.c.
first index {i|n; — n’; < 0})
denote it L5,

----- first iteration (regular tree) ® Codeword
second iteration (regular tree) © Codeword transformed into a prefix

— = - third iteration (anchor search loop) O Tree node (error state)

(b)
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TABLE I
COMPARING TAKISHIMA CODESWITH OUR OPTIMISED ONES

Ref. [3] Optimised Ref. [3] Optimised
S 1.6955 1.6851 2.1782 2.1899

MVl 10 01 110 001

MV2 110 001 010 101

MV3 010 101 1110 0001
MV4 0110 0001 0110 1001
MV5 1110 1001 1010 1101
MV6 0010 1101 0010 1111
MV7 0000 1111 1000 0101
MV8 00110 10001 0000 0111
MV9 11110 11001 1001 0110
MV10 01110 11101 01110 00001
MV11 001110 000001 00110 10001
MV12 111110 100001 11110 11001
MV13 011110 110001 10110 11101
MV14 000110 111001 00010 11100
MV1S5 000100 000011 11111 01001
MV16 000111 000010 00011 01000

MV17 0011110 0000001
MV18 1111110 1000001
MV19 0111110 1100001
MV20 0001010 1100000
MV21 0111111 1110001
MV22 0011111 1110000
MV23 11111110 00000001
MV24 00010110 00000000
MV25 11111111 10000001
MV26 00010111 10000000

011110 000001
001110 100001
101110 100000
001111 110001
101111 110000
0111110 0000001
01111110 00000001
011111110 000000001
0111111110 0000000001
0111111111 0000000000

ONY=RSEQE<TTZACCO I~ Z> 0N

means the decoder would statistically resynchronize one symbol
before the current case with our optimized code.

VI. CONCLUSION

We presented a new structure of variable-length codes with
very good error recovery properties and explained their good
behavior by deriving an asymptotical bound on their error span.
Alow-complexity algorithm was then proposed, which modifies

Fig. 2. Flowchart and example of an application of the synchronizatigimis structure to obtain codes with good error recovery properties

optimization algorithm for Huffman codes. (a) Flowchart. (b) Example o{
optimized tree construction for motion vectors of a video codec.

The results obtained, estimatirfgby simulation as in [5],
with our optimization algorithm are presented in Table Il for

V. NUMERICAL RESULTS

hat are tuned to any chosen source statistics. This algorithm
was shown to offer at least similar synchronization properties

for several small and large variable-length codes well-known in

the literature for a noticeable complexity reduction.
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